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Although our team works on Machine Translation, most specifically and recently, Speech Translation, quality speech 
transcription is a crucial byproduct.  As I go through the talk, recognize that a lot of our work is focused on generating 
the best speech transcription we can, the net result being higher quality translation as a result.
To join the conversation, either type in the room code, or scan the QR code with your phone.
What you’re seeing on the screen is transcription from our PowerPoint add-in, called the Presentation Translator, 
which was customized a few minutes before using our service (I’ll go into that later).  The transcriptions provided can 
be sent to any devices running our service by connecting to the specific QR code that is listed on the screen, or by 
typing the URL.
Some of the FCC folks who are here:

• Eliot Greenwald, Patrick Webre, Karen Strauss, Robert Aldrich, Michael Scott, and Sue Bahr.
The MS folks who are here:
• Will Lewis, Paula Boyd, Lissa Shook, and Bradley Baird
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Client app
Transcribed/Translated 
text

WEB API

A subset of these 60+ languages, currently 18, also have “voices”, meaning you can listen to the audio in another
language, as the speaker speaks in one of the 10 input languages.  Handles conversations and spontaneous speech, 
including a variety of disfluencies, etc.
Pricing here:  https://azure.microsoft.com/en-us/pricing/details/cognitive-services/speech-api/, ~$1-2/hour
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Skype cast 
meetings translations

Skype Translator

We develop both an developer infrastructure for first and third party developers and enterprises. More than just 
prototyping: filling perceived need through agile development cycles (witness Skype Translator and Microsoft 
Translator live).
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Well I uh started this this project 

while I was a student uh grad student at uh Stan- Stanford

I started this project while I was a grad 

student at Stanford

We have a huge amount of lecture data at MSR, what we call ResNet.  Tens of thousands of hours of transcribed 
speech content, across many different speakers, voices and accents.  The problem is that the transcriptions aren’t right 
for training speech recognition.
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You can see the different components needed for S2S: SR > MT > (TTS)
Animation:  The Mismatch Problem: The first serious problem we had to deal with was 
getting the speech recognition to talk with the MT, to generate transcripts that could be 
translated correctly.  But at the same time, if we process the data well, we will generate 
more fluent, “caption-like” transcripts, which is desirable in speech transcription settings, 
e.g., live captioning.
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TrueText is really crucial to processing the speech signal into something that’s readable and translateable.
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[READ SLIDE] So, if we take the raw ASR output and just throw it at MT, it doesn’t work so well. We need components 
to process the ASR, remove disfluencies, etc. and make it more palatable to MT. Likewise we need to adapt MT to 
handle this kind of input.  Crucially, we make the transcripts more fluent, more readable, and more usable, both for 
MT, but also for reading by humans (e.g., in DHH scenarios).
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um no i mean yes  but  you know i am  i've
never done it myself have you done that uh 
yes

Disfluency types:
• Filler Pauses
• Discourse Markers
• Repetition
• Corrections (“speech repairs”)

um no i mean yes but  you know i am  i've
never done it myself have you done that uh
yes

So let’s take a closer look at the different types of disfluencies – first you have uh, your, um, fillers, then, you know, I 
mean, your discourse markers and and and repetition, and finally correct--, I mean, speech repairs, where people go 
back and repeat, I mean, change what they said. 

In this example, here the speaker changed no to yes, and “I am” to “I have”.
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Another thing that is missing is punctuation -- If we don’t get punctuation right, we are risking a lot more than just 
word salad. You may know the example “Let’s eat grandma”, where a missing comma could lead to a tragic outcome. 
When translating, the problem gets worse. 
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Speech Recognition

Speech Correction

Translation

Text to Speech

um no i mean yes but i am i've never done 
it myself did users before uh I will ask 
gurdeep to help me

um no i mean yes but i am i've never done 
it myself did users before uh I will ask go 
deep to help me

Yes.
But I’ve never done it myself.
Did you use yours before?
I will ask Gurdeep to help me.

um no i mean yes but i am i've never done 
it myself did you use yours before uh I will 
ask gurdeep to help me

no i mean yes but I am i've never done it 
myself did you use yours before uh I will 
ask gurdeep to help me

Raw ASR Output

Customization
and Personalization

Lattice Rescoring

Disfluency Removal

Segmentation
Punctuation and

True Casing

Oui.
Mais je ne l'ai jamais fait moi-même.
Avez-vous utilisé le vôtre avant ?
Gurdeep va demander de l'aide.

Euh non je veux dire oui mais je 
suis je l'ai jamais fait moi-même 
fait utilisateurs avant euh je vais 
demander à aller profond pour 
m'aider`

On your left, you see the pipeline for Speech Translation:  Speech Recognition, Speech Correction (what we call 
TrueText), Machine Translation, and Text to Speech (if desire).  Here we explore in-depth the means by which we 
process speech transcripts before handing them off to translation.
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Release of Microsoft Translator Live, from a hallway conversation between four people last month.  Note that each 
individual who is talking is labeled (so it’s clear who said what).
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Users of our service can customize the speech recognition to their needs, for instance, customizing to specific 
enterprise or discipline jargon, to a particular usage or dialect, even to a specific speaker’s voice or a population of 
voices. The text customization has been integrated into the PowerPoint add-in.
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1. When we come around to that the basic unit fur nucleic acids is a nucleotide.
2. Nitrogenous base rings actually allow them to form together nicely and make a nice straight chain.
3. And in these structures the basic monomer. It doesn't seem all that exciting. It's a fairly basic.
4. So the polymer is nucleic acids the monomer is a nucleotide.
5. Protein to fat glycoproteins are another one. So carbohydrate in a protein.
6. Okay, so we've already mentioned lipoproteins.
7. Sugars, you've probably heard the terms monosaccharide and polysaccharide before right.
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Baseline WER LM Custom AM Custom LM + AM 
Custom

15.15% 14.05% 13.79% 11.93%

Before After
some sheet factors some shape factors
que equals delta tea q equals delta t
1 over ask a 1 over sk
0.14 calvin 0.14 kelvin
cool soups cool tubes

10/17/2017 10:09 AM

29



10/17/2017 10:09 AM

30



10/17/2017 10:09 AM

31



Making MT more resilient to noisy transcribed input.
Part of the equation is training on data that is “in-domain”, rather, “in-style”.
We’ve also found Neural MT to be a better choice in the S2S workflow.
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https://arxiv.org/pdf/1610.05256.pdf
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Making MT more resilient to noisy transcribed input.
Part of the equation is training on data that is “in-domain”, rather, “in-style”.
We’ve also found Neural MT to be a better choice in the S2S workflow.
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http://translator.microsoft.com http://translate.it

http://aka.ms/PresentationTranslator

http://translator.microsoft.com
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https://www.youtube.com/watch?v=JCIFk7EuXuc&list=PLD7HFcN7LXRd4kd2XgZjIb
Q8TwTC32Zc9

https://youtu.be/5tZn_osINXw

https://translator.microsoft.com/help/education/
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Making MT more resilient to noisy transcribed input.
Part of the equation is training on data that is “in-domain”, rather, “in-style”.
We’ve also found Neural MT to be a better choice in the S2S workflow.
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https://en.wikipedia.org/wiki/Word_error_rate

Multi-modality is particularly relevant to speech translation.
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